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Abstract

Two experiments examined the effects of neighborhood size on naming and lexical decision of visual targets, re-defining neighborhood size in terms of sublexical components of the target. In Experiment 1, the first four letters of test items differed in terms of neighborhood size and relative frequency (e.g., past is high frequency/large neighborhood and pulp is low frequency/small neighborhood). The test items were always low-frequency with few neighbors (e.g., pastor and pulpit). Test words and nonwords with many neighbors for their first four letters were named and classified faster than items with few such neighbors. The second experiment used spondees (steadfast). Large neighborhood facilitated performance when located in both the first and second syllables for naming and just the first syllable in lexical decision. When neighborhood density of long words is measured for word components (e.g., syllables), as opposed to the entire item, visual recognition of long words is influenced by neighborhood density.

Neighborhood Density of Word Components 
Facilitates Lexical Access


Neighborhood effects in visual word recognition provide critical information regarding the organization of the mental lexicon, as well as processes involved in gaining access to members of the lexicon. The most widely used neighborhood metric (N) was defined by Coltheart, Davelaar, Jonasson, and Besner (1977) as the number of words that can be produced by changing one letter of the target word, preserving letter position and word length. For example, the word latent has three neighbors—patent, lament and latest. Coltheart et al. found that large-N nonwords were classified more slowly than small-N nonwords; no effect of N was found for words.

Since this finding, however more than 15 studies have investigated neighborhood effects in visual word recognition. (See Andrews, 1997, for a recent, detailed review of the literature on neighborhood size). Contrary to the findings of Coltheart et al. (1977), a number of experiments have demonstrated that N is related to performance in word-naming and lexical decision tasks, though the inhibitory versus facilitatory nature of the effects is not clear (e.g., Andrews, 1989; 1992; Carreiras, Perea, & Grainger, 1997; Forster & Shen, 1996; Grainger & Jacobs, 1996; Peereman & Content, 1995; Sears, Hino, & Lupker, 1995). For most studies using the English language, LN has a facilitatory effect, meaning that words with many neighbors are generally named faster and lexically classified faster than words with few neighbors. 


The LN facilitatory effect has some important limitations, however. Often the facilitatory effects of LN in naming tasks have been restricted to low-frequency words and to nonwords (Andrews, 1989; 1992; Peereman & Content, 1995; Sears et al., 1995; Weekes, 1997). Lexical decision times are generally faster for LN, compared to SN, low-frequency English words (Andrews, 1989; 1992; Grainger & Jacobs, 1996). However, nonwords may present an exception, as LN slows lexical decision times (Forster & Shen, 1996; McCann, Besner, & Davelaar, 1988).

Neighborhood size is correlated with a number of potentially relevant variables; most notable among these are bigram frequency and neighbor frequency (LN words generally have more frequently used letter pairs and higher frequency neighbors than SN words). However, bigram frequency does not predict performance in naming and lexical decision (Andrews, 1992; Paap & Johansen, 1994; Treiman, Mullennix, Bijeljac-Baboc, & Richmond-Welty, 1995). Neighbor frequency is a relevant variable for task performance, producing facilitation in naming (Grainger, 1990; Sears, et al., 1995) and inhibition in lexical decision (e.g., Grainger, 1990; Perea & Pollatsek, 1998). Both N and neighbor frequency, however, contribute separately to performance with these two tasks (e.g., Paap & Johansen, 1994; Sears et al., 1995).


Neighborhood size has important theoretical implications regarding models of visual word recognition. Models based on “word activation” assume that stimulus features that facilitate test-word activation enhance its accessibility, thereby facilitating word identification. Stimulus features that facilitate activation of non-target words enhance accessibility of competing words, with the competitor words interfering with naming the target. The fact that large neighborhood size is associated with faster naming may appear to be contradictory, since test words from large neighborhoods have a relatively large number of orthographically similar competitors. However, it has been argued that the activation concept applies to both words and letters within words. Orthographically similar words may produce inhibition along word-to-word pathways. In addition, since a test word has letters and bigrams in common with its neighbors, the inhibition may be off-set by facilitation along letter-to-word pathways. A target word that shares letters with many neighbors will benefit from activation of its component letters, although the advantage may be modulated by competition among activated words in the neighborhood (e.g., Andrews, 1996).


A second implication of neighborhood size involves phonological representations of visually presented stimuli. There is evidence that phonology is involved in recognition of visually presented words (e.g., Frost, 1998; Grainger & Jacobs, 1996; Jared, 1997; Jared & Seidenberg, 1991; Lesch & Pollatsek, 1998). Assembling a phonological representation of a visually presented stimulus may be facilitated when a large number of words exist that have phonological components in common with a designated target word. A large neighborhood may indicate that a target word has easily accessible phonological codes.


While N has wide-spread theoretical importance, N has limited application in terms of representing words of various lengths. In English, a very strong relationship exists between word length and N (Frauenfelder, Baayen, Hellwig, & Schreuder, 1993). Shorter words have larger neighborhoods because there are fewer possible letter combinations. As a result, N has been primarily used to differentiate words and nonwords consisting of four letters, since they allow for very extreme manipulations of neighborhood size. Most long words (six or more letters) have very few neighbors as defined with this metric. Hence, a fair question to ask is whether N has relevance for recognition of long words. In addition, it has been suggested that neighbors of word components (e.g., syllables) may influence word recognition (Andrews, 1997; Perea & Carreiras, 1998), in which case N would have potential for wider application than if it were defined only for word units. 

The major purpose of the current research was to examine the effects of N on naming and lexical decision performance of longer word and nonword items, with N re-defined in terms of components of the entire item. Specifically, the present research defined N in terms of the first four letters of long test items, and in order to relate these data to past research, the first four letters formed a high-frequency word, a low-frequency word, or a nonword. In all cases, the long test items were relatively low-frequency words or nonwords. Even though the first four letters of test items differed in terms of neighborhood density and whether they represented high-frequency words, low-frequency words, or nonwords, the test items, as entire units, were constant in terms of lexicality and neighborhood size. The to-be-named items were always low-frequency words with few neighbors (or a parallel set of test nonwords with few neighbors). Thus, when N effects for high-frequency words, low-frequency words, and nonwords were compared, the task was comparable: a low-frequency long word had to be named in all conditions or a long nonword had to be named in all conditions. Test conditions were similarly controlled when the criterion task involved lexical decision. The second experiment used spondees (steadfast) to investigate the effects of N size of each syllable on naming and lexical decision times for the entire target word. Manipulation of N size for both the first and second syllables allowed us to assess the presence of an interaction between neighborhood size of the first syllable and neighborhood size of the second syllable. The aim was to identify N1 and N2 combinations that lead to the best and worst performance for both naming and lexical decision tasks.


The present research investigated whether facilitatory effects of N could be replicated under conditions that re-defined the relationship between test items and neighbors. By convention, the N metric and normative word frequency have been used to investigate the relationship between neighborhood density and reaction time in naming and lexical decision tasks. Neighborhood size is generally defined as the number of words that can be constructed by changing one letter of the target item while preserving letter positions and word length (Coltheart et al., 1977). Further, four-letter words are typically used because they provide an optimal range for N values. Items with many neighbors (e.g., for the high-frequency word test, N = 14, for the low-frequency word gull, N = 13, and for the nonword cust, N = 14) are named faster than items with few neighbors (e.g., for the high-frequency word turn, N = 5, for the low-frequency word pulp, N = 3, and for the nonword muzz, N = 2). The present experiment attempted to determine whether similar effects occurred when N was defined in terms of the initial four letters of longer target items presented for naming and lexical decision. The critical target items were comparable in terms of word frequency and N, even though their first four letters were high-frequency (HF) words, low-frequency (LF) words, or nonwords (NW) that differed in N values.  For example, test words included testify, gullet, custody, turnips, pulpit, and muzzle. The respective Francis-Kucera (1982) frequency counts (F-K) and N values for these critical test words are: F-K = 8, N = 0 for testify; F-K = 1, N = 1 for gullet; F-K = 2, N = 0 for custody, F-K = 1, N = 0 for turnips; F-K = 5, N = 0 for pulpit, and F-K = 10, N = 3 for muzzle. It is important to note that the long critical items to be named or lexically identified (e.g., testify and pulpit both have low frequency and small neighborhoods) are not differentiated by average word frequencies and N values, while the first four letters of each critical item differ on these two dimensions (e.g., test has high frequency and a large neighborhood and pulp has low frequency and a small neighborhood). If word frequency and N based on the initial four letters of target items facilitate naming and lexical decision, then one could argue that reading and accessing meaning involve an assembly-like mechanism, operating at either the phonological level, orthographical level, or both. A replication of effects normally found for four-letter words (e.g., faster naming time for gullet compared to pulpit) would provide strong evidence that activation of the test word itself is not a critical factor for explaining LN facilitation.

Method

Participants 

The participants were 24 introductory psychology students at Minnesota State University Moorhead. Participants were assigned to task-order conditions at random. Half of the subjects served first in the naming task and half served first in the lexical decision task. An experimental session lasted 45-50 minutes. There was a 5-min. break between tasks for instructions and 10 practice trials for the second task. All participants reported (1) normal or corrected-to-normal vision and (2) English as a first language.  Each participant was tested individually in a small, quiet room.

Materials

 The test stimuli consisted of 60 long words and 60 long nonwords (M = 6.8 letters). Within each set, the initial four letters formed a high-frequency, large neighborhood word (HF-LN), a high-frequency, small neighborhood word (HF-SN), a low-frequency, large neighborhood word (LF-LN), a low-frequency, small neighborhood word (LF-SN), a nonword with a large neighborhood (NW-LN), or a nonword with a small neighborhood (NW-SN). There were 10 exemplars in each set. All of the actual test items (the long words and nonwords) met the definitions used for SN (M = 0.6), and if words, met the definition used for LF (Mdn = 3). A complete list of test stimuli is presented in Appendix A.


The same materials were used for both naming and lexical decision. Thus, half of the naming and half of the lexical decision responses occurred to a second exposure of each critical stimulus. For example, during the first block of trials, half of the participants named costume, and later during the second block of trials, the same participants then made a lexical decision to costume.

Procedure 

Participants were positioned at a comfortable viewing distance (approximately 55 cm) from the computer monitor with the purpose of viewing the test items presented sequentially, displayed in 48 point font and in all capital letters. The boom microphone was positioned just below the listener’s chin for sensitive detection of vocal output.  Trials were presented by a Motorola StarMax, via the experimental design software PsyScope (Cohen, MacWhinney, Flatt, & Provost, 1993). 


The beginning of each trial was signaled by a warning beep. One second after the beep, the target item was presented for 2 sec. Participants were given the instructions for the first task.  If the first task was naming, the participant was required to read the target as quickly and accurately as possible into the microphone. For the lexical decision task, the participant was required to as quickly and accurately as possible say “yes” if they judged that the presented item was a word and to say “no” if they judged that the presented item was a nonword. The instructions for both tasks emphasized speed and accuracy. Students were asked to speak at a normal conversational level, loud enough to insure that the microphone would be activated. After explaining the first task, 10 practice items (5 words and 5 nonwords) were presented to acquaint participants with the task and to make sure that the voice-activated microphone was sufficiently sensitive and correctly positioned. After the practice trials, any questions were answered and the 120 experimental trials began. The practice trials seemed adequate in acquainting subjects with the task; subjects did not seem to experience difficulty performing the tasks as instructed.


After the first set of 120 experimental trials were presented, an analogous instruction and practice trial procedure was repeated for the remaining task. The same 120-item test list and presentation procedure was used for the second task. Note that the subject’s response requirement (naming or lexical decision) was the only thing that differed between tasks. The test items in both tasks were presented in a random order.

For both naming and lexical decision, the computer recorded response times in milliseconds, with the timer starting at onset of the visual test stimulus and stopping with onset of the vocal response. The timer continued until either the participant’s vocal response ended the trial or the experimenter manually advanced the computer to the next trial. The latter was required if the microphone failed or if the participant did not respond within a 5-sec period (there was a total of 5760 combined response opportunities for naming and lexical decision. Failures to respond occurred less than 1% of the time—18 times in naming and 15 times in lexical decision. The experimenter recorded the participant’s response for each trial, so that response accuracy could later be determined. The inter-trial interval (the time between the experimenter’s entered response and the warning beep signaling the subsequent trial) was three seconds.

Results


The time taken to name the word and nonword stimuli was recorded automatically, and the experimenter determined accuracy of the named response. Since some variations in pronunciation are permissible with words, and since nonwords do not map on to specific lexical representations, experimenters were lenient in classifying responses as correct. Nonetheless, naming errors occurred for 2.5% of the responses, with the majority of these errors resulting from participants changing a response before completing it (e.g., “/vґz/”, no, “vizεn/”). Data analyses were restricted to correct responses. A second restriction for excluding data from the analyses was designed to remove extreme responses, specifically naming response times that were under 400 msec or over 1500 msec. These extreme response times represented 1.4% of the total number of responses. Finally, no response time was recorded 0.6% of the time, which on most occasions resulted from a microphone failure.


The reaction-time results (RT) for naming are summarized in Figure 1.The slower RTs in the upper half of the figure are the naming times for long nonwords, and the RTs in the lower portion of the figure are for long words. 

The mean RT data were collapsed across task order and analyzed separately across subjects and across items. The analysis of variance with subjects as a random factor (F1) was a within-subjects design. The ANOVA with items as a random factor (F2) was a between-items design. In the analysis across participants, all main effects were significant (p < .05). Mean RTs were faster for test words than for test nonwords, F1(1, 23) = 99.44; they varied as a function of the lexical status of the initial four letters (with HF fastest and NW slowest), F1(2, 46) = 22.98; and they were faster for LN compared to SN,  F1(1, 23) = 86.66. In addition, the three interactions involving neighborhood size were significant. In all cases, faster naming RTs were associated with LN for the initial four letters of test stimuli, with interactions resulting from variations in the magnitude of the LN-SN difference. The facilitation in naming times for LN was larger when test items were nonwords compared to words, F1(1, 23) = 6.60, and larger when the initial four letters were HF or LF words, compared to nonwords, , F1(2, 46) = 3.52. The three-way interaction resulted from the range (11 to 88 msec) of the LN naming advantage over SN as a function of lexical status of the target item and whether the initial four letters formed a HF or LF word or a nonword, , F1(2, 46) = 12.49. In the between-item ANOVA, only two effects were significant: test word status and neighborhood size. Words were named significantly faster than nonwords, F2(1, 108) = 150.11, and naming times were significantly faster when the initial four letters of test items were LN compared to SN, F2(1, 108) = 13.33.


The primary purpose of this experiment was to determine if N facilitated naming times when it was defined based on the first four letters of word and nonword targets. The design of the experiment provided six controlled opportunities to test this LN-SN contrast. A follow-up analysis of the significant three-way interaction tested the simple effect of neighborhood size at each combination of the other two variables. The six LN-SN contrasts depicted in Figure 1 all indicated that RTs were faster for LN than for SN. For five of the six contrasts, the difference was significant: When test items were words and the initial four letters formed a HF word, F1(1, 23) = 11.23. For word targets when the initial four letters formed a LF word, F1(1, 23) = 16.88, and when the initial four letters formed a nonword, F1(1, 23) = 25.98. For nonword targets, F1(1, 23) = 46.26 for HF, and F1(1, 23) = 38.92 for LF. The average 11-msec difference between LN and SN with nonword targets when the first four letters were nonwords was not significant.

NO DISCUSSIO\N SECTION NEEDED FOR THE PROPOSAL…
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Appendix A: Experiment 1 Test Words and Nonwords

Density of Initial Four Letters (HF = high frequency; LF = low frequency; NW = nonword; and LN = large neighborhood; SN = small neighborhood)

HF-LN Words
HF-LN Nonwords
LF-LN Words
LF-LN Nonwords
NW-LN Words
NW-LN Nonwords

Costume
Backard
Dentist
Dazest
Banter
Denderole

Latent
Beston
Gullet
Flawo
Casserole
Filtle

Mustard
Carent
Hockey
Gillest
Custody
Fustgurd

Painter
Foodet
Lasso
Gushrock
Destiny
Gosten

Partner
Hiller
Molest
Lashry
Jostle
Kintiny

Pastor
Holdify
Pantry
Lintos
Mellow
Kullody

Restrict
Landume
Pillage
Rindey
Mentor
Lindain

Testify
Linerict
Shamrock
Seepled
Sullen
Reator

Wallet
Lostner
Tangos
Sootet
Vanguard
Tanter

Wanton
Realor
Tickled
Wartage
Villain
Vellow

Appendix B: Experiment 2 Test Words

Neighborhood Size of Syllable (LN = large neighborhood; SN = small neighborhood)


LN-LN
LN-SN
SN-SN
SN-LN


barefoot
flatiron
bluebird
dumbbell


moonbeam
bullfrog
doorstep
girlhood


comeback
carefree
busybody
knothole


deadlock
goldfish
suitable
playmate


passport
headache
snowshoe
snapshot


windmill
raindrop
withdraw
newscast


likewise
sidewalk
overhaul
highball


sailboat
landlady
farmyard
textbook
