Psy 633 Experimental & Quasi-experimental Research Designs - overview

Adapted from:  http://www2.chass.ncsu.edu/garson/pa765/design.htm
A design is experimental if subjects are randomly assigned to treatment groups and to control (comparison) groups. Cook and Campbell (1979) mention ten types of experimental design. Note that the control group may receive no treatment, or it may be a group receiving a standard treatment (ex., students receiving computer-supported classes versus those receiving conventional instruction). That is, the control group is not necessarily one to be labeled "no treatment." 

Classic experimental designs

Randomization of subjects into control and treatment groups is a classic experimental method, amenable to a variety of ANOVA designs [discussed later in a separate topic]. The two broad classes of classic experimental design are:

· Between subjects designs:. In this type of design, the researcher is comparing between subjects who experience different treatments. There are different subjects for each level of the independent variable(s) (ex., for each different type of media exposure in a study of the effect of political advertising). Any given subject is exposed to only one level and comparisons are made between subjects' reactions or effects. The researcher relies on randomization of subjects among the treatment groups to control for unmeasured variables, though sometimes stratification of subjects is employed to guarantee proportions on certain key variables (ex., race). 

· Factorial designs use categorical independent variables to establish groups. For instance in a two factor design, the independent variables might be information type (fiction, non-fiction) and media type (television, print, Internet ), generating 2 times 3 = 6 categories. An equal number of subjects would be assigned randomly to each of the six possible groups (ex., to the fiction-television group). One might then measure subjects on information retention. A null outcome would be indicated by the average retention score being the same for all six groups of the factorial design. Unequal mean retention scores would indicate a main effect of information type or media type, and/or an interaction effect of both. 

·   Fully-crossed vs. incomplete factorial designs. A design is fully crossed if there is a study group for every possible combination of factors (independent variables). An incomplete factorial design, leaving out some of the groups, may be preferred if some combinations of values of factors are nonsensical or of no theoretical interest. Also, when one of the factors is treatment vs. control (no treatment) and another factor is types/levels of treatment, the control subjects by definition will not receive types/levels of treatment so those cells in the factorial design remain empty. 

· Within subjects (repeated measures) designs: In this type of design, the researcher is comparing measures for the same subjects (hence, "within subjects"). The same subjects are used for each level of the independent variable, as in before-after studies or panel studies. Since the subjects are the same for all levels of the independent variable(s), they are their own controls (that is, subject variables are controlled). However, there is greater danger to validity in the form of carryover effects due to exposure to earlier levels in the treatment sequence (ex., practice, fatigue, attention) and there is danger of attrition in the sample. Counterbalancing is a common strategy to address carryover effects: ex., half the subjects get treatment A first, then B, while the other half get B first, then A, so that the carryover effect washes out in the sense that it is counterbalanced in the overall sample. Keep in mind that counterbalancing does not remove all effects - for instance, if there is a practice effect in a test situation, with higher scores for the second-taken test, on the average both tests will score higher in the overall sample than they would otherwise, since for both tests half the sample had the benefit of a practice effect. Counterbalancing in this situation only seeks that both test scores are biased equally upward, not that bias in absolute scores is eliminated. 

· Matched pairs designs. Compared to between-subjects designs, within-subjects designs control for subject variables better but at the expense of greater threat to validity in the form of contamination from influences arising from subjects going from one experimental level (condition) to another. Another type of repeated measures design is matched pairs, where the repeated measurement is not of the same subjects but of very similar subjects matched to have like key attributes. While matched pairs designs avoid some types of invalidity of within subjects designs, such as the threat of subject fatigue across repeated tests, matched pairs designs control only for the matched attributes whereas same-subject within-subjects designs control for both explicit and unmeasured subject variables. 
Quasi-Experimental Designs
A design is quasi-experimental if subjects are not randomly assigned to groups but statistical controls are used instead. There may still be a control or comparison group. While subjects are not randomly assigned, they are either randomly selected (sampled) or are all the relevant cases.
Note:
The designs below marked in red font (#'s 1 – 3) are flawed and one cannot draw valid conclusions from them.  Unfortunately, they are common in the social sciences – so beware!  Do not be mislead by "conclusions" of studies using one of these designs.
The designs below marked in green font (#'s 4 – 7) are acceptable designs and conclusions drawn from them are valid, although they, like all research designs, are nevertheless subject to validity threats.
1. One-Group Posttest-Only Design: Sometimes called the "one-shot case study," this design lacks a pretest baseline or a comparison group, making it impossible to come to valid conclusions about a treatment effect because only posttest information is available. The level of the dependent variable may be due to treatment, or may be due to various causes of invalidity such as history, maturation, experimenter expectation, etc.

2. Posttest-Only Design with Nonequivalent Comparison Groups: In this common social science design, it is also impossible to come to valid conclusions about treatment effects based solely on posttest information on two nonequivalent groups since effects may be due to treatment or to nonequivalencies between the groups. Strategies for improving validity center on trying to create equivalency between groups by random assignment of subjects or matched-pair assignment to groups. When such assignment is impossible, then attempts may be made to control statistically by measuring and using as covariates all variables thought to affect the dependent variable. Nonetheless, many of the same threats to validity exist as in one-group posttest-only designs. 

3. One-Group Pretest-Posttest Design: This is a common but flawed design in social science. It is subject to such threats to validity as history (events intervening between pretest and posttest), maturation (changes in the subjects that would have occurred anyway), regression toward the mean (the tendency of extremes to revert toward averages), testing (the learning effect on the posttest of having taken the pretest), and most challenges discussed in the separate section on validity. Sometimes the pretest data is collected at the same time as the posttest data, as when the researcher asks for recollection data of the "before" state. This is know as a proxy pretest-posttest design and has additional validity problems since the pretest data are usually significantly less reliable. 

· Two-Group Pretest-Posttest Design with an Untreated Control Group (separate pretest-posttest samples design): If a comparison group which does not receive treatment is added to what otherwise would be a one-group pretest-posttest design, threats to validity are greatly reduced. This is the classic experimental design. Since the groups are not equivalent, there is still the possibility of selection bias (observed changes are due to selection of subjects, such as working with more motivated volunteers in a treatment group). Much depends on the outcome. For instance, if the treatment group starts below the comparison group and ends up above after treatment, a stronger inference of a treatment effect exists than if both groups rise in performance, but the treatment group more so (this might well be due to selection). A strongly recommended modification to this design is to have more than one pre-test. Multiple pretests (at the same interval as between the last pretest and the posttest) help establish the performance trends in both the treatment group and the control group, and treatment should be revealed by a change in the trend line for the treatment group but not the control group. 

· Four-group Design with Pretest-Posttest and Posttest-Only Groups. Also known as the "Solomon four-group design."  This is not a common design in the social sciences:  it requires four groups with various combinations of pretests, posttests, and no pretests, which perhaps is a bit too complex for many researchers.  This is unfortunate, since it's a great design with strong validity.  
Examples – 
see http://changingminds.org/explanations/research/design/solomon.htm;
 also http://www.socialresearchmethods.net/tutorial/Abrahams/true.htm

· Removed-Treatment Pretest-Posttest Design: In some situations it is possible not only to introduce a treatment but also to remove it. If the dependent variable goes up after treatment and then goes down when treatment is removed, this is some evidence for the effect of treatment. Of course, if the variable goes up after treatment, it might come down on its own anyway due to a declining return or attrition effect. Cook and Campbell (1979) therefore recommend at least two posttests after treatment and before removal of treatment, in order to establish trend effects after treatment. The researcher also needs to beware of resentment effects due to treatment removal, as these also might cause a decline in the variable measured, depending on the situation.  

Some of our School Psych students have written theses with a variation of this design: 1 Several pretest measures to establish a baseline trend.  2 Introduce and maintain treatment for a period of time – if the tx works, then the trend line should change in the predicted direction.  3 Remove tx and take several post-tx measures to see if behavior returns to the pre-tx level.  There is an ethical dilemma in this third step: If the tx is "working," especially in cases where remediation of "problem behaviors" is the major issue, is it appropriate to remove the tx?   In order to establish a valid conclusion about the efficacy of the tx, then we have to say "Yes, remove the tx."  But the frazzled parent & teacher may argue against it, on the grounds that they don't want the problem behaviors to return!

· Repeated-Treatment Design: This design is similar to the preceding one but follows a pretest-treatment-posttest (  removal of treatment-posttest ( restoration of treatment-posttest pattern. The expected treatment effect is for the dependent variable to increase after treatment, decline after removal of treatment, then increase again with restoration of treatment. Even if this outcome occurs, inference is not foolproof as the decline phase may be due to resentment at removal of treatment rather than direct adverse affects of removal of treatment, and the subsequent rise may be due not to restoration of treatment but removal of the source of resentment. Also, subjects may more easily become aware of experimenter expectations in this design, and may seek to meet (or react against) expectations, thereby contaminating the study.
