Psy 633  Intro to Analysis of Variance (ANOVA)
 

T-tests are used to compare only two situations or two means at a time

            one sample, represented by its mean versus a population mean

            two samples, represented by two means, each presumably representing the population mean

            one sample, two scores per person (i.e., “repeated measures”), with the mean difference between the 

scores presumably representing the mean diff that one would expect to occur in the population

 

But what if there are more than two groups?  More than two situations?  More than two treatments?

The t-test procedures can’t work for comparisons of three or more means.

 

Solution:

            Analysis of variance, also known as the F-test. 

            In the t-test we simply compare the difference between two means 

                        to the difference we would expect to occur just by chance

                        as estimated by the standard error of the mean.

            In the F-test, we compare the average differences among a set of means, as measured by their

                        variance, to the average differences that we would expect to occur among the individual

                        scores, as measured by their variance.

            So, the total of the differences can be divided into two components, “partitioning the variance”:

                        the differences among the groups’ means and the differences among the individual scores.

                        Either of the foregoing could be used to estimate the population variance.

  

            If the means are all from the same population, then the two variance estimates should both equal the

            population variance:

                         

                        σ2 = s2 (among the means) = s2 (among the individual scores)

            

            Recall that all stats tests have a similar format:

                        Test Statistic = (differences among groups)/(differences expected by chance)

 

            For the F-test, the foregoing format, using symbols, would be

                        F = s2 (among the means) / s2 (among the scores)

            Or, using formal AOV symbols, F = MSb / MSw

     Note that squared #'s are always positive, so if MSb = MSw, then MSb/MSw = 1.

    Thus, according to the null hypothesis, F = 1 [compare to the null for t:  t = 0].

    If F > 1, the null hypothesis is rejected, and we say that at least two of the groups' means differ.

 

When an F-test reveals a "statistically significant" effect of the IV, all it really tells us is that there is

        a significant difference somewhere among the means.  But it doesn't tell us exactly where.

       

So we use "post-hoc" tests to determine where the difference is.

        Two criteria for post-hoc tests:

            Three or more groups.

            A statistically significant effect, according to the F-test.  If the F-test did not find a

                    general difference, then a post-hoc test won't find a specific one!

       
Several post-hoc tests are available.

            Two commonly used ones are Scheffe's and Tukey's HSD.

            The Scheffe test is more conservative:  it is reluctant to identify a small difference as significant;

                    that is, it is less willing to risk a Type I error.

            Tukey's HSD is more liberal:  it is more willing to identify a small difference as significant; that is,

                    it is more willing to risk a Type I error.

 

Although Student's t-test preceded the F-test by some 40 years, we now know that the two tests are

        closely related, and that the t is actually just a special case of the F -- when the IV has only 2 groups.

        This close relation can be expressed in an equation:

                F = t2
        
The logic of the two tests, in terms of the structures of their formulae, is also similar:

                t = (difference between sample means)/(differences expected by chance)

                F = (variance among sample means)/(variance expected by chance)

        That is, in both cases the effects of an IV, seen in the numerator, is compared to the effects of chance,

                seen in the denominator.

 

Assumptions for the F-test – remember, these are the same as for all parametric tests.

        Independence of scores within each sample
        Normal distribution of the DV in the populations from which the samples are drawn
        Homogeneity of variance ("equal variances")
        Data with an interval or ratio number scale
 

Effect size:  η2 = SSbetween/SStotal.  Note:  η2 ("eta-squared") is the formal symbol in AOV for effect size.  It is equivalent to r2 as a measure of effect size in other contexts.  SPSS prints a version of η2 in its AOV printouts, so we don’t have to compute it by hand.
Reporting AOV in APA style:  

As Figure 1 shows, IV significantly affected DV, F(dfb, dfw) = nn.nn, p = .nnn, η2 = .nnn.  Tukey’s post-hoc analysis revealed that Group 1 differed significantly from Group 2 and from Group 3, but 2 and 3 did not differ.

