Psy 633 MANOVA for Between-Groups Designs 

Reference:  http://www.statsoft.com/textbook/stanman.html#multivariate
In the “real world,” behaviors don’t occur in isolation. They occur in correlated patterns, in which some groups of behaviors are more highly correlated, and others less so, in different situations.  For example, speed of response and number of errors are often highly correlated in high-pressure testing situations.  Consequently, measuring more than one DV can usually help us understand and predict overall performance better than measuring just one DV by itself.    

Thus far we have discussed designs with only one dependent variable. Even though the computations become increasingly complex, the logic and nature of the computations do not change when there is more than one dependent variable at a time. For example, we may conduct a study where we try two different textbooks, and we are interested in the students' improvements in math and physics. In that case, we have two dependent variables, and our hypothesis is that both together are affected by the difference in textbooks. 
We could now perform a multivariate analysis of variance (MANOVA) to test this hypothesis. Instead of a univariate F value, we would obtain a multivariate F value (Wilks' lambda) based on a comparison of the error-variance/covariance matrix and the effect-variance/covariance matrix. The "covariance" here is included because the two measures [math & physics scores] are probably correlated and we must take this correlation into account when performing the significance test. Obviously, if we were to take the same measure twice, then we would really not learn anything new. If we take a correlated measure, we gain some new information, but the new variable will also contain redundant information that is expressed in the covariance between the variables.  MANOVA allows us to analyze the DV’s together, but parceling out their covariance, thus improving our understanding of how they behave in the context of the IV’s that we are studying.
Interpreting results. If the overall multivariate test is significant, we conclude that the effect of textbook is significant. However, our next question would of course be whether only math skills improved, only physics skills improved, or both. In fact, after obtaining a significant multivariate test for a particular main effect or interaction, customarily one would examine the separate univariate F tests for each variable to interpret the respective effect. In other words, one would identify the specific dependent variables that contributed to the significant overall effect. 

Assumptions 

Scale of DV’s:  The dependent variable is measured on at least an interval scale level.

Normal Distribution:  The dependent variable should be normally distributed within groups.   
Effects of violations. Overall, the F test is remarkably robust to deviations from normality. The skewness of the distribution usually does not have a sizable effect on the F statistic. If the n per cell is fairly large, then deviations from normality do not matter much at all because of the central limit theorem, according to which the sampling distribution of the mean approximates the normal distribution, regardless of the distribution of the variable in the population. 
Homogeneity of Variances:  It is assumed that the variances in the different groups of the design are identical; this assumption is called the homogeneity of variances assumption. Remember that for all F-tests, we compute the error variance (SS error) by adding up the sums of squares within each group. If the variances in the two groups are different from each other, then adding the two together is not appropriate, and will not yield an estimate of the common within-group variance (since no common variance exists).  When sample sizes are unequal, tests of group differences (Wilks, Hotelling, Pillai-Bartlett, GCR) are not robust when this assumption is violated.  If group sizes are approximately equal, MANOVA is robust against violations of this assumption.
Effects of violations.  The F statistic is quite robust against violations of this assumption, especially when n’s per group are approximately equal and relatively high.

Homogeneity of Covariances: The intercorrelations (covariances) are homogeneous across the cells of the design.  [I.e., the r's for the DV's are similar fore each level of the IV.]
Effects of violations. The multivariate equivalent of the F test is Wilks' lambda. Not much is known about the robustness of Wilks' lambda to violations of this assumption. However, because the interpretation of MANOVA results usually rests on the interpretation of significant univariate effects (after the overall test is significant), the discussion concerning univariate ANOVA basically applies, and important significant univariate effects should be carefully scrutinized.  That is, since in any event one always looks at the separate univariate F-tests for each separate DV, one can safely proceed with that part of the analysis, even if the DV’s were not actually correlated.
Low measurement error of the covariates. The covariate variables are continuous and interval level, and are assumed to be measured without error.  As a rule of thumb, covariates should have a reliability coefficient of .80 or higher.  [So we check the correlation between the DV's prior to running the MANOVA, to be sure that they actually ARE correlated.]
Observations are independent of one another. The usual MANOVA (in SPSS, Analyze, General Linear Model, Multivariate) is not robust when the selection of one observation depends on selection of one or more earlier ones, as in the case of before-after and other repeated measures designs. This is the most serious MANOVA assumption to violate. However, there does exist a variant of MANOVA for repeated measures designs (select Analyze, General Linear Model, Repeated). 

The independent variable is or variables are categorical. 

The dependent variables are continuous and interval or ratio level.  

