Line of Best Fit and Linear Correlation Coefficient
Definition. The line of best fit (linear regression) for a set of data points of the form (x, y) is of the form y = mx + b where
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Formula for Computing the Linear Correlation Coefficient. For n data pairs (x, y) the linear correlation coefficient, r is given by
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Example. The following data relates the ages in months, x, of babies to their weights in pounds, y.

	 
x
	
 y
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(a)
Plot the data on a scatterplot.

(b)
Determine the line of best fit.


(c)
What do the y-intercept and slope represent?


(d)
Use the line of best fit to estimate the weight of a 10 month old baby.


(e)
Use the line of best fit to estimate the age of a 18 pound baby.


(f)
Determine the linear correlation coefficient.


(g)
Is the linear correlation a positive or negative correlation?


(h)
Is there a linear correlation at the 



(i)  0.05 level?
(ii)  0.01 level?
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